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Abstract. Prototype-based methods constitute a robust and transparent
family of machine-learning models. To increase robustness in real-world
applications, they are frequently coupled with reject options. While the
state-of-the-art method, relative similarity, couples the rejection of sam-
ples with high aleatoric and epistemic uncertainty, the technique lacks
transparency, i.e., an explanation of why a sample has been rejected. In
this work, we analyze the relative similarity analytically and derive an
explanation scheme for reject options in prototype-based classification.

1 Introduction

Many real-world applications require accurate and robust machine learning mod-
els that can be trained on small datasets with limited computational power. Be-
sides, additional requirements like transparency and fairness need to be met in
accordance with the European AI Act [1]. One particularly suitable family of
models for such tasks is prototype-based models as they natively provide trans-
parency while being flexible and robust [2]. To further increase the robustness of
classification models, frequently the option to reject uncertain samples instead
of providing an uncertain potentially erroneous prediction is added [3]. To en-
sure transparency, some works explore explanation schemes for reject options,
e.g. [4, 5]. One particular suitable reject strategy for prototype-based models
is Relative Similarity (RelSim) [6]. This state-of-the-art method has the advan-
tage of rejecting both samples of high aleatoric and high epistemic uncertainty.
Thereby, aleatoric uncertainty refers to unclear and noisy data, such as data
lying in the borderline region of two classes, while epistemic uncertainty refers
to insufficient knowledge, e.g. outliers [7]. While having one reject strategy
in place for both types is a convenient and efficient way to implement a reject
scheme, providing information on why a sample has been rejected to a human
user or operator would be desirable and increase the transparency of the over-
all pipeline. Unlike model explanations, such as counterfactual explanations of
learning vector quantization (LVQ) as discussed in [5], we aim for explanations
of the model uncertainty, i.e., its reason to reject a prediction, rather than the
prediction itself.

Thus, in this paper, we analyze the properties of RelSim. Based on our
considerations, we derive an explanation scheme that further categorizes rejects
according to the type of uncertainty. Before analyzing the properties of rejects
in Section 3, we briefly recall prototype-based models, the concept of reject
options, and define RelSim in Section 2. Afterward, in Section 4, we propose a
categorization of reasons for rejects to explain why a sample is rejected. We then
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evaluate the method on a medical real-world dataset in Section 5 showing that
our methods exhibit intuitive behavior and conclude this paper in Section 6.

2 Reject Options for Prototype-Based Models

In this work, we will focus exemplarily on LVQ-based models. They consist of
two components, the prototypes w, ..., w, € D with associated class ¢(w,) and
a semi-metric d : D x D — R>q. Classification is realized by the winner-takes-
all principle, i.e., if d(z, w") < d(x, w’) for all w’ # w™ then x is assigned
the label c(w™). Note that the proposed methodology also applies to all other
prototype-based classification schemes.

A common way to realize reject options is to consider a certainty measure
r: D — R, © — r(x). The classification for a point x is rejected if r(x) < 0
where 6 € R characterizes the reject threshold. Non-rejected points are refered
to as accepted and we denote the set of all as Acpt = {x | r(x) > 6}. Sev-
eral certainty measures have already been proposed for prototype-based mod-
els [6]. A particularly efficient one is called Relative Similarity (RelSim) that
is geometrically motivated and can be computed efficiently. It is defined as

-y_ +
I'RelSim (T) = % where wT and w™ are the closest prototype be-

longing to different classes [6]. Due to construction, rregim(x) € [0, 1] where
0 is reached exactly if  lies on the decision boundary and 1 if = and w™
coincide. An additional advantage of RelSim is that the method rejects both
borderline samples and outliers. As RelSim is a prototype-based method, we
can decompose the set of all accepted points according to the closest prototype
Acpt = Uy Acpt(w). We will analyze this strategy in the next section. In par-
ticular, we will investigate a more refined decomposition of the rejected points
Rej =D\ Acpt.

3 Analyzing Relative Similarity

While the RelSim function can be applied to each classified point to decide
whether it will be rejected or classified, obtaining a better understanding of this
process is valuable. Therefore, we analyze which areas in the data space will be
rejected.

Theorem 1. Assume a binary model with two prototypes wt and w™ with reject
option induced by RelSim for threshold 6 € (0, 1). Then, the accepted points x
classified as c(w™) that are closest to/furthest away from w™ are found by the
following optimization problems

min  +d(x, w")
c(x)=c(wt)

s.t. rRelSim(x) Z 0
which yield the solutions T+ = wt + AL (w™ — w+) where Ay = % 31*92.
The accepting area Acpt(w™) of wT is the ball with = and ©_ as poles.

Due to space constraints, we refer to [8, Theorem 5] for the proof and skip
a generalization to more than two prototypes that is straightforward as in clas-
sification, RelSim only considers the two closest prototypes of different classes.
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1. Acpt(w™) =1, Acpt(w™) =

2. wtw— = ——
3. conv(Acpt(w™), Acpt(w™)) =HUBUN

4. {x|d(=x, wh) =d= w)}=—

5. Brd(w', w™) =
Fig. 1: Construction for borderline samples

Theorem 1 is of high relevance as it provides a closed-form description of the ac-
cepted samples. This way, the efficiency of computation of reject explanations,
e.g. in [5], can drastically be increased as those are just projections onto the
accepting ball. However, we are interested in a more detailed explanation of the
reject allowing a deeper understanding. Based on Theorem 1, we propose an ex-
planation scheme that provides a further categorisation of the rejected samples.

4 Explaining Reject Options

While the fact that RelSim rejects points lying in the border of two classes
(Brd) and outliers (Out) is very convenient, it neglects valuable information
that might be informative for potential downstream tasks and users interacting
with the system. Consider for example a medical application: if a sample is
rejected, it is of high relevance for a medical practitioner whether this is due to
the fact that the sample lies in the borderline area between a healthy state and
a medical condition (Brd) or whether it is an outlier (Out), e.g., a state which
is not covered by the considered system or contains measurement errors which
require running some test again. Thus, we want to differentiate the two types of
rejected samples. Here, we will focus on the identification of borderline samples
and obtain the outliers as the remaining rejected points.

For simplicity, we will consider the special case of two-classes. This is rea-
sonable as RelSim is based on w™ and w~. Thus, we are in the situation of
Theorem 1. We define borderline samples as those that lie between classes (Btw)
and are rejected (Rej), i.e., Brd = Btw N Rej. We now define the set Btw by the
following axioms:

(i) All data points lying on the line segment between the prototypes are be-
tween classes, i.e., wtw— C Btw(w™, w™).

(ii) All points not lying in between any pair of accepted points are outliers, i.e.,
Btw(w™, w™) C conv(Acpt(w™), Acpt(w™)) where conv is the convex
hull.

(iii) If a point lies between any pair of points in Btw, it is also in Btw, i.e.,
Btw(w™,w™) is convex.

(iv) All points on the decision boundary are either in Btw or in Out according
to (i), i.e., conv(Acpt(w™), Acpt(w™)) N {z | d(z, wt) = d(z, w™)} C
Btw(w™t, w™).

(v) Btw(w™) is the smallest set fulfilling (i)-(iv).

The properties (i)-(iii) are rather clear as they correspond to intuitive ideas
of what it means to “lie between”. However, they do not suffice to give a
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(a) Number of samples per reject type (b) Visualization of a test set in GMLVQ
and accuracy of classified samples projection for § = 0.85.

Fig. 2: Exploration of dataset. Effect of # on number of accepted and type of
rejected samples and accuracy.

unique solution. As can be seen in Fig. 1, both formalize extremal situations,
include samples that lie very far from the decision boundary ( (ii)/purple ) or
exclude samples that can be seen as borderline ( (i)/black line ) and thus, lead
to counter-intuitive situations. To resolve this issue, we also include the points
on the decision boundary (iv). Uniqueness is then assured by minimality (v).

A great advantage of this description is that it admits a closed-form descrip-
tion and leads to an efficient algorithmic solution.

Lemma 1. Consider the same setup as in Theorem 1. The constraints (i)-(v)
yield a unique solution Btw(w™ w™) that takes on the shape of a double cone
with wt, w™ as tips and the cut of the decision boundary and the convex hull as
base. In particular, x € Brd(w™,w™) if and only if * € Rej and

H(a} —w') —d{d,x — fw+>H <2d,x —w")r

—
where d = 2——%
lw

T —wry ond 1 is the radius of Acpt(w™, w™).

Proof. By Theorem 1, Acpt(w™,w™) is a ball with center ¢t and radius r =
%||ac+ — x_|| and analogous for Acpt(w™,w™) by symmetry. Furthermore, the
decision boundary is orthogonal to the line spanned by w™ and w~ which also
contains ¢ and ¢~. Thus, by (iv), the intersection of the decision boundary
and the ball around (w™ + w~) with radius r is contained in Btw(w™,w™).

Take C as the convex hull of this disc and the line segment wTw—. Then C is
a double cone as described and testing whether € C can be done as described
above. Furthermore, C' C Btw(w™,w™) by (i),(iv). Yet, as the convex hull is
the smallest such set, we have equality by (v). O

5 Experiments

To evaluate the proposed methodology, we conducted two experiments on the
Adrenal dataset [9] which consists of 147 samples from adrenal tumor patients
with 32 preselected features of steroid metabolites. The two classes represent
a benign and a malignant diagnosis. In the first experiment, we explore the
different kinds of rejects for the dataset. In the second, we analyze the effect of
different perturbations on the number of outliers and borderline samples!.

1Our code of these experiments is available at https://github.com/jbrinkro/
Causes-of-Rejects-in-Prototype-based-Classification
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Table 1: Ratio of borderline samples (brl)/outliers (out) for different permuta-
tions (for line samples we use o = 0.4 4+ 0.2k/5).

interpolate
brl  out

crossover
brl out

noise (o = 0.5) |noise (o = 1)
brl out brl out

1]75.76 0.16| 6.94 2.61| 1.94 0.68 3.97 1.63 | 7.62 4.37 | 9.87 8.28 |11.35 17.88
2(79.83 0.12{13.50 3.21| 3.15 1.18 6.47 2.83 |11.64 8.13 |13.71 15.51 |12.35 31.97

noise (o = 2)

noise (o = 3)|noise (o = 5)
brl out 1

out brl out

k

3(81.14 0.12(18.42 3.99| 4.01 1.53 8.20 3.88 [13.95 11.44 |14.70 21.57 |10.91 43.14
4(81.80 0.11|22.54 4.81| 4.78 1.79 9.66 4.76 |15.22 14.43 |14.68 27.01 | 8.81 52.47
5(82.01 0.12|25.86 5.37| 5.57 2.16 |11.01 5.79 |16.07 17.78 |14.02 33.02 | 6.84 60.75

In the experiments, we apply GMLVQ [10] as a classifier which extends LVQ
using metric learning by means of linear transformation. Our approach is applied
after the linear transformation.

Ezxploration of the dataset  The dataset is visualized in Fig. 2b. We first
analyze the dataset by considering the number of accepted, borderline samples,
and outliers for different choices of 6 (see Fig. 2a). As can be seen, for small 6
values, the number of borderline examples increases fast with increasing # which
corresponds to a growing margin, i.e. only borderline samples are rejected. No-
tice that the number of borderline examples linearly correlates with the accuracy.
This implies that our method successfully identifies and rejects those samples
that lie “between classes” and thus regularly misclassified. For large 6 values,
we observe a growing number of rejects due to outliers with increasing values of
6. While the rejection of the first outliers (for § ~ 0.7) results in an increase in
accuracy rejecting additional samples does not benefit the performance indicat-
ing that the dataset does not contain many outliers. In the next experiment, we
substantiate this claim using a quantitative evaluation.

Effect of perturbation  To quantitatively substantiate the claim that our
method assigns the reject type in an intuitive way, we consider different types
of perturbations and their effect on the type of reject. We consider (pairs of)
accepted samples @ (and x’) from the different classes to construct perturbed
datapoints & using one of the following techniques: (i) linear interpolations, i.e.,
Z=oax+ (1 —-a)x for @« € (0,1), (ii) crossover, i.e., choose C C {1,...,d}
where d is the number of features with |C| = k and set &; = @} if i € C and
&; = x; otherwise, (iii) noise, i.e., choose C' as before and set &; = x;+1[i € Cle;
with €; ~ N(0,0). Linear interpolation and crossover can be seen as a way to
mix samples. The strength of mixing is determined by « and k, respectively.
Both are expected to lead to an increase in the number of borderline samples
although crossover can also lead to out-of-manifold samples if the data lives on
a non-axis-aligned hyperplane. Noise perturbs the samples in an arbitrary way
and thus will likely lead to out-of-manifold samples, i.e. additional outliers.

We apply the perturbations to the dataset and report the number of induced
outliers and borderline samples. We repeat the experiment 1000 times for var-
ious mixing (a, k) and perturbation strengths (o). The results are shown in
Table 1. As can be seen, linear interpolation as well as crossover lead to a sig-
nificant increase of borderline samples. For stronger mixing, the ratio changes
significantly towards borderline samples. Noise leads to more outliers if the per-
turbation strength is large enough. This is reasonable as one would expect a
certain amount of noise in the data so that the effect only shows if we signifi-
cantly exceed the data-specific noise level. Thus, the reject types assigned by
our methods reflect our intuitive understanding of borderline and outlier cases.

Analyzing how permutation in specific features affects the rejection, we find
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that we reconstruct the relevance profile of GMLVQ. If we apply our method
without the transformation, we see that applying noise to any feature will most
likely lead to outliers independent of the selected feature. For crossover, different
features are relevant for creating borderline samples (5, 6, 19) and outliers (4,
25, 26, 28). The set of features resulting in borderline samples coincides with
the set of the most relevant features found by the model and those reported for
the dataset in the literature [9].

6 Conclusion

In this work, we extended RelSim to allow for explanations on why a sample has
been rejected by introducing the sub-categories of borderline samples (aleatoric)
and outliers (epistemic uncertainty). We provided a closed-form description of
the accepted samples which allows for an efficient algorithmic solution. Based
thereon, we derived a decomposition of the rejected samples based on their
relative position to the closest prototypes. We empirically showed that the
method shows intuitive behavior when confronted with perturbed samples.
The proposed methodology provides a better understanding of the model’s
decision in the rejection case and is therefore of high relevance in domains like
medicine enabling informed decision-making. However, future research is neces-
sary: The explanation of whether a sample has been rejected due to aleatoric or
epistemic uncertainty could be coupled with feature attributions. As briefly dis-
cussed, Theorem 1 provides an efficient way to compute counterfactual examples
by projecting samples on the accepting ball. Besides, so far, our method is only
designed for two class problems. However, in the case of multi-class problems
with samples from several classes occupying neighboring locations in dataspace,
a more in-depth analysis is desirable to provide insights into the classification.
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