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Abstract. Continual learning aims to address the challenge of catas-
trophic forgetting in training models where data patterns are non-stationary.
Previous research has shown that fully-trained graph learning models are
particularly affected by this issue. One approach to lifting part of the bur-
den is to leverage the representations provided by a training-free reservoir
computing model. In this work, we evaluate for the first time different
continual learning strategies in conjunction with Graph Echo State Net-
works, which have already demonstrated their efficacy and efficiency in
graph classification tasks.

1 Introduction

Many real-world scenarios involve both non-stationary input data and learning
tasks that change through time. This situation poses a challenge to traditional
learning models developed under the assumptions of fixed data distribution and
fixed target task. Continual learning (CL) is concerned with the design of models
and techniques able to overcome the catastrophic forgetting of past knowledge
while learning new information [1]. So far CL research has mainly focused on
flat data, images, and more recently sequences [2]. Graphs provide a useful
structure to represent relations between entities, such as paper citations or web
page networks. A plethora of neural models have been proposed to solve graph-,
edge-, and node-level tasks [3], most of them sharing an architecture struc-
tured in layers that perform local aggregations of node features. Research has
shown that graph learning models particularly suffer from catastrophic forget-
ting [4], which may also be due to the interplay with inherent issues of learning
on graphs [5]. Graph Echo State Networks (GESN) [6] are an efficient model
within the Reservoir Computing (RC) paradigm. In RC, input data is encoded
via a randomly-initialized reservoir, while only a readout classifier for the down-
stream task requires training. GESN has already been successfully applied to
graph-level classification tasks [7]. The possibility of exploiting an RC model
to provide data representations that do not require training has been already
considered for sequence data [8]. In this paper, we evaluate for the first time
GESN in conjunction with different CL strategies as a method for addressing
the challenge of catastrophic forgetting. In this preliminary work, we focus our
benchmarks on the class-incremental scenario for graph classification on social
network data.
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2 Reservoir computing for graphs

Reservoir computing is a paradigm for the efficient design of recurrent neural
networks. Input data is encoded by a randomly initialized reservoir, while only
the task prediction layer requires training. Graph Echo State Networks (GESNS)
extended the reservoir computing paradigm to graph-structured data [6], and
have already demonstrated their effectiveness in graph classification tasks [7].

Let G(V, &) be a graph with nodes V and edges £. We denote by N (v) the
neighborhood of node v, and by A the graph adjacency matrix. Each node
may have associated input features x,, € RX. Node embeddings are recursively
computed by the dynamical system

h{*) = tanh (Win Xo + 2w eN(w) Wh,(ff*l)) , b =o, (1)

where Wy, € REXX and W € REXH are the input-to-reservoir and the recurrent
weights, respectively (input bias is omitted). Equation (1) is iterated over k until

the system state converges to fixed point h&“’), which is used as the embedding.
The existence of a fixed point is guaranteed by the Graph Embedding Sta-
bility (GES) property [7], which also guarantees independence from the sys-

tem’s initial state h{”. A necessary condition [9] for the GES property is
p(W) < 1/p(A), where p(A) denotes the graph spectral radius, i.e. the largest
absolute eigenvalue of its adjacency matrix A. This condition also provides the
best estimate of the system bifurcation point, i.e. the threshold beyond which
(1) becomes asymptotically unstable. Reservoir weights are randomly initialized
from a uniform distribution in [—1,1], and then rescaled to the desired input
scaling and reservoir spectral radius, without requiring any training.

In graph-level tasks node features are aggregated to provide global embed-
dings by a permutation-invariant pooling function such as hg = >° ., h5,°°).
This representation is then used to train a classifier for the downstream task. In
reservoir computing this usually consists in a linear readout yg = Wyt hg+bout,
where the weights W, € RExH ,bout € R€ are trained by ridge regression on

one-hot encodings of target class yg € 1,...,C.

3 Continual learning

In a general continual learning setting the models receive a stream of experiences
¢1, ¢2, ... where each experience contains data sampled from its own distribution.
Between experiences there may happen a shift in probability distributions, or
even new learning tasks may present themselves. When trained sequentially
on multiple experiences, neural networks tend to forget previous knowledge,
catastrophically reducing their performance on previously seen data and tasks.

In this work, we focus on the class-incremental continual learning setting.
Here each experience coincides with a classification task 7; on newly introduced
classes. The performance of CL methods is evaluated with the average accuracy
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metric

T
Accr = % Z Accr,; (2)
=1

where Accr; is the accuracy on task 7; after having experienced all tasks
Tiy ., T

In our experiments, we evaluate the following continual learning strategies,
which are agnostic with respect to the type of input data:

Naive The simplest (and least effective) strategy is just incrementally fine-
tuning a single model without employing any method to contrast the catas-
trophic forgetting of previous knowledge.

Replay A memory buffer holds M patterns randomly sampled in previous expe-
riences, which are added to the training set in the current experience to be
‘replayed’ [10]. This is one of the most effective strategies for fully-trained
GNN s [4].

LwF Learning without Forgetting [11] uses distillation to regularize the current
loss with soft targets taken from a previous version of the model on current
experience patterns.

EWC Elastic weight consolidation [12] adds a penalty to the loss function in
order to prevent large changes in model parameters deemed important in
previous experiences. Parameter importance is computed as the average
gradient norm on all experience patterns after training is complete, as
proxy to Fisher information.

SLDA Streaming LDA [13] performs the incremental training of a linear read-
out layer by computing the online linear discriminant analysis on represen-
tations produced by a fixed input data encoder. As the LDA is computed
exactly and efficiently by updating first- and second-order statistics with
a single pass on input data, this CL strategy is the best-suited to leverage
the embeddings efficiently computed by a training-free reservoir [8].

4 Experiments and discussion

We adapt two graph classification benchmarks from the widely-adopted collec-
tion [14] as class-incremental CL scenarios. Graph data represents online dis-
cussions between users in different sub-reddits, which correspond to the class to
predict. Reddit-5K consists in 4,999 samples over 5 classes, while Reddit-12K
has 11,929 samples over 11 classes. The first classification task 77 has 3 classes in
each CL version of the benchmarks, while the remained classes are partitioned in
pairs as the remaining tasks. We partition the datasets in 10-fold selection/test
streams, holding out a fraction of each selection fold as validation stream, for a
training/validation/test ratio of 80:10:10. We generically follow the experimen-
tal setup of [8]. The number of reservoir units for GESN is fixed at H = 256,
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Reddit-5K Reddit-12K
GESN+Linear GESN+MLP GESN+Linear GESN+MLP
Joint 48.23 £+ 2.86 51.75 £ 2.69 35.35+£1.94 40.85 4 2.55
Naive 38.95 £ 1.90 21.00 £ 1.79 13.38 £ 1.69 12.43 +4.61
Replay 41.51+1.71 24.02 +7.48 17.87 £ 3.59 19.15 £ 4.54
LwF 41.47+1.08 22.79 +£1.97 19.12 £ 2.93 21.61 +£0.23
EWC 41.47 +1.55 25.36 + 6.60 18.39 £ 3.32 16.49 £+ 5.67
SLDA 43.65 +4.07 N/A 30.43 +5.28 N/A
Baseline 20.00 £ 0.01 21.73 £ 0.03
Table 1: Final classification accuracy, average and deviation over 10 folds.

(SLDA requires a linear readout, and thus cannot be applied to an MLP.)

while the hyper-parameters of each CL strategy (e.g. the memory buffer size M
in the replay strategy) are selected by grid search according to the accuracy on
the validation stream. As the classifier readout we adopt both a linear layer and
an MLP with one hidden layer of 256 units and ReLU activation function. Both
are trained with cross-entropy as classification loss via Adam optimizer, with
learning rate and weight decay as part of the grid search parameters. The code
for our experiments exploits the PyTorch implementation of the CL framework
of the Avalanche library [15].

In Table 1 we report the average task accuracy metric ACCr after the contin-
ual learning model has experienced all tasks, averaged over the 10 dataset folds
and 3 reservoir initializations. We additionally report the join training on all
experiences and the majority-class predictor baseline as references. We notice
that in the joint setting the use of an MLP as readout boosts the classification
accuracy by 3.5-5.5 points. However, in the class-incremental setting having
the additional learnable parameters of the hidden layer accentuates the issue
of catastrophic forgetting. The accuracy of CL strategies on the linear readout
are generally above the accuracy with an MLP classifier. The best-performing
CL strategy is SLDA, which by its nature requires a linear classifier and thus
cannot be applied to an MLP, while we do not notice a consistent ranking in
the remaining strategies that perform significantly worse. We notice a particular
effect of catastrophic forgetting in Reddit-12K: in many cases the final accuracy
is significantly lower than the majority-class baseline, a sign that knowledge on
this class was present in past tasks and has been forgotten at the end of the
experience stream. In Fig. 1 we report the progress of average task accuracy
on seen tasks as new experiences are presented to the CL model. By examining
the different trends we observe the trade-off between accuracy and resilience to
catastrophic forgetting in SLDA. Both in Reddit-5K and Reddit-12K an LDA
classifier performs worse in the first task 7;. However, as the number of expe-
riences progresses, SLDA results more resilient to catastrophic forgetting than
other CL strategies, consistently performing better than the other strategies af-
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Fig. 1: Progress of average task accuracy and standard deviation on seen tasks.

ter subsequent tasks are presented to the model. Incidentally, we notice also a
large dispersion of first experience accuracy, as hyper-parameter configurations
are selected according to the overall performance after the final experience.

5 Conclusion and future directions

In this work we have provided the first experimental evaluation of GESNs with
readout classifiers trained with popular continual learning methods in class-
incremental scenarios. Our experiments have shown a trade-off between accu-
racy and resilience to catastrophic forgetting, with SLDA performing signifi-
cantly better than other CL strategies. As this continual learning strategy relies
upon a fixed input data encoder, it cannot be properly exploited by end-to-end
trained graph learning models. Graph reservoirs on the other hand are able to
efficiently provide effective graph representations, being best suited to be applied
jointly with SLDA. The combination of GESN and SLDA thus can provide a CL
method for graphs that is both more effective and more efficient than the fully-
trained counterparts, avoiding the catastrophic forgetting that is typical in this
context [4]. Building on these results, in future works we will exploit streaming
approaches to ridge regression [16] to improve upon SLDA and to extend its
approach also to regression tasks. We will also explore different graph learning
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settings, such as node classification in a single graph with evolving topology or
learning dynamical graphs [17], with the resulting challenges for reservoir design.
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