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Graph-cut-assisted CNN training for pulmonary
embolism segmentation
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Abstract. We present a novel algorithm for pulmonary embolism seg-
mentation, designed to alleviate the need for expert annotation. Our ap-
proach integrates deep learning with a conventional image segmentation
techniques, operating in two distinct stages. Specifically, graph cut is used
for initial segmentation, followed by manual refinement, to define the labels
required to train a CNN. This CNN is then employed to generate pseudo-
labels on a large dataset, enabling the training of an improved CNN*. Our
findings demonstrate enhanced performance of CNN* over CNN. Overall,
the CNN* builds on a very limited amount of manual intervention. More-
over, the injection of expert knowledge in the graph-cut avoids the need
for expert knowledge in this manual intervention.

1 Introduction

Pulmonary embolism (PE) typically results from the obstruction of a pulmonary
artery by a blood clot. These thrombi originate from deep veins in the lower
extremities, dislodging and traversing through the bloodstream to occlude the
pulmonary arteries. PE is the third most common cardiovascular condition,
with its annual incidence rate showing an increasing trend. Timely diagnosis
and intervention play pivotal roles in mitigating morbidity associated with PE.

Computed tomography pulmonary angiography (CTPA) is widely used in
the diagnosis of PE[1]. However, each patient’s CTPA typically comprises nu-
merous images, rendering the manual review process by physicians laborious
and susceptible to errors. Automatic computer vision methods have thus been
considered to segment PE. A PE binary segmentation map identifies the scan
voxels that correspond to arteries whose oxygenation is affected by the presence
of a clot. Early approaches have implemented segmentation of blood vessels,
followed by discrimination between PEs and non-PEs based on features such as
blood vessel intensity and size[2]. Recently, [3] introduced a 2D CNN model
for PE segmentation. However, the model’s training necessitates a substantial
volume of annotated data. Collecting a representative set of data is expensive in
terms of human expertise, due to the diverse nature of PE and its low contrast
with surrounding tissues, thereby rendering the annotation task particularly de-
manding. [4] proposed an automated PE segmentation approach eliminating the
need for manual outlining. However, this method involves manual labeling of
the central extra-pulmonary arteries and veins by experts.

*Nana Yang is funded by China Scholarship Council. C. De Vleeschouwer is funded by the
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In this paper, we propose to rely on anatomical knowledge to generate the
PE annotations required to train a CNN. This is because PE is known to appear
as darker voxels in the pulmonary artery. Hence, once pulmonary artery has
been segmented, segmenting the PE becomes trivial, and even a non-expert
becomes able to correct the segmentation errors resulting from simple intensity
thresholding. In our work, the anatomical knowledge is encoded in the form of
a set of 3D scan positions where the vascular system components are expected
to be located. Those points are exploited to associate scores to each voxels,
reflecting their likelihood to be part of one of each anatomical part of interest.
A graph-cut algorithm is then considered to regularize those scores and assign
anatomical labels to voxels. Optional manual refinement of the extracted PE is
envisioned before using a limited number of (semi-)automatically extracted PE
maps to train a CNN. The trained model is then applied to automatically define
pseudo-labels on a larger, unlabeled dataset. These pseudo-labels are used to
train a so-called data-enriched CNN*, which appears to improve the initial CNN.

2 Materials and methods

2.1 Dataset

The dataset utilized in this study originates from the RSNA/STR Pulmonary
Embolism Detection Challenge hosted on Kaggle[5]. It encompasses 7,279 CTPA
scans, manually annotated, with 401 scans identified as containing central PE.
Among these 401 scans, 10 scans are kept as a test set, and PE segmentation
maps are manually delineated for each test sample. The 391 remaining scans are
considered to train a neural network, with minimal manual annotation effort.

2.2 Label generator based on graph cuts

Drawing inspiration from the methodology outlined in [6], we employ graph-
cut[7] to segment the cava vena, aorta, pulmonary artery trunk, and background
in the chest CT scans. Following the anatomical segmentation, a post-processing
based on intensity thresholding is applied to facilitate PE candidate identifica-
tion, which categorizes regions into two distinct classes: background and PE.

This procedure comprises five stages: (1) preprocessing to enhance the qual-
ity of raw CT scans, (2) employing quickshift[8] to generate superpixels, followed
by (3) estimating class scores for each superpixel by aggregating data, consider-
ing intensities, and region characteristics, (4) constructing a graph based on the
class scores to connect superpixels, then employing graph cut with a-expansions
to turn pixel scores into labels, (5) finally, relying on pixel intensity to identify
PE pixels among pulmonary arteries. Some regions that contain PE are some-
times erroneously classified as background. Therefore, we identify high intensity
background regions that are adjacent to regions labeled as pulmonary artery as
PE. Since the automatically generated PE maps are not always correct, they are
manually refined when needed.
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Fig. 1: Outcomes of the procedure of label generator.(a,e)The knowledge map(
points on a 2D plane linked to spine(green), vena cava(yellow), aorta(blue) and
pulmonary artery(red)) is applied to the preprocessed result. (b,f) Quickshift
result. (c,g) Graph-cut result(background in blue, pulmonary arteries in red,
vena cava in yellow, aorta in green). (d,h)Post processed result(PE in cyan).
(i)Manually refined result.

The first stage comprises body and lung masking, and cropping procedures
designed to exclude extraneous information beyond the lung boundaries, fol-
lowed by three intensity-based operations(windowing, histogram equalization
and Curvature Anisotropic Diffusion filter[9]) aimed at enhancing image quality
and diminishing noise. In the second stage, we employ a superpixel approach
to seamlessly cluster pixels into coherent regions. This method enhances com-
putational efficiency while ensuring accurate boundary delineation. Within this
study, we implement quickshift, a cutting-edge technique, recognized for its ca-
pacity to rapidly perform hierarchical segmentation across a spectrum of scales.
Results are illustrated in Figure 1

In the third stage, our approach entails computing class scores sequentially,
as follows:

sp = max(o(lp); Jnax (Ker(p-a, k))) (1)

apine

where s; is the score of background, I, is the intensity of the superpixel p, Ker()
is the Gaussian Kernel function measuring similarity, p_a is p’s coordinates in
the axial plane, the first term is the alpha-beta-sigmoid function [10] of I, ,
scoring regions with lower intensities as background. Background encompasses
spine and other superpixels not linked to the other three semantic categories.
The second is obtained using the knowledge map, a basic guide for anatomical
segmentation, with points on a 2D plane ( as is shown in Figure 1) linked to
spine(green), vena cava(yellow), aorta(blue) and pulmonary artery(red). And
Kpine represents the set of reference points in the knowledge map for the spine.

Spe = I, - Ker(p_a, VC) - w(zp) (2)

In equation 2, VC' is the vena cava’s center in the axial plane. Its value at the
scan’s top is based on a predefined approximate position common to any scan.
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Then, other slices update the vena cava along its vertical structure. And w(z),)
is a weight used to decrease the score in vertical regions where the vena cava is
unlikely to be found. z, denotes the vertical component of p

Sqorta = Ip - w(zp) - max (Ker(p-a,k)) (3)
k€Kaorta
In this equation, K.+, represents the set of reference points in the knowledge
map for the aorta.
The scoring function for pulmonary artery is defined as:

Spa = Ip - w(zp) - (kmax (Ker(p-a,k)) + InLung(p)) (4)
€K pa
where InLung() provides a binary indication of whether the centroid of a given
superpixel p lies within the lung mask, this term is to identify smaller pulmonary
arteries distributed throughout the lungs.

Having obtained the score functions for each superpixel and anatomical-
semantic class, we proceed to the fourth stage. In this stage, we construct a
graph by connecting superpixels horizontally and vertically. Subsequently, we
define the weight function for the edges.

Following[6], we define an energy function for graph-cut based image seg-

mentation:
E(f) =Y Dplfp)+ > W)l —5(fp fe) (5)
peEP (p,q)EN
where p denotes the superpixel index, with p € {1, 2, . . . , n_superpix}. Each

superpixel p is assigned to a class f, €{background, pulmonary artery, aorta,
vena cava}. The distance D,(f,) of a superpixel p to the class f, is defined as
1 —sy5,(p). 0 is the Kronecker delta, N includes all pairs of superpixels (p,q)
such that p is in P and ¢ is a neighbor of p. W(p,q) defines the energy penalty
induced when assigning distinct labels to superpixel p and its neighbor q.

The weight of a vertical edge(between adjacent slices), aiming to assign higher
weights to superpixels with larger intersections, is calculated as following:

n(intersect(p, q))

min{n(p),n(q)}

For the horizontal edge weight(within a slice), it is calculated based on the
semantic scores of each superpixel.

W(p,q) = (6)

1

W(pa q) =1- 1+ ae—BM(p,q)

(7)

where M(p, q) is defined by:

M(p,q) = min (sar, (k) = sar2,(K)) (®)

ke{p,q}
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time(minutes) 20 40 80 120
foreground_iou | 0.31 | 0.33 | 0.40 | 0.42
CNN precision 0.48 | 0.50 | 0.53 | 0.57

sensitivity 0.47 | 0.50 | 0.61 | 0.63
foreground_iou | 0.32 | 0.37 | 0.42 | 0.44
CNN* precision 0.48 | 0.53 | 0.55 | 0.58
sensitivity 0.50 | 0.55 | 0.67 | 0.69

Table 1: Performance of CNN and CNN* under different manual refining time.

where « and 8 are parameters to fine-tune the model. My and M2, denote the
class with highest and second highest score for superpixel k, respectively. Equa-
tion (8) induces a large M, and thus a small penalty which does not discourage
a border, only when both pixels have a high score compared to the second best.

Then, we perform graph cut and identify PE. This is followed by manual
refinement of the obtained results.

2.3 Pseudo-label generator

After obtaining annotated data, we proceed to train a CNN model using super-
vised learning methods. This model will be utilized to generate pseudo-labels for
a large amount of unlabeled data, which will then be used for training CNN*.
CNN* is trained on a large dataset(with 361 samples) with pseudo-labels.

3 Experiment results

We segment 10 scans from the dataset using graph cut and manually refine the
segmentation results, as shown in Figure 1 . The refined results are treated as
the test dataset. Subsequently, we manually refine a varying number of images
from 30 scans, using 20 minutes(5 scans), 40 minutes(10 scans), 80 minutes(20
scans), and 120 minutes(30 scans) , respectively only the manually refined scans
are used as training sets for CNN. And CNN¥* is trained on 361 scans with
pseudo labels generated by CNN.

The network architecture employed in this study is based on the classic U-
net[11]. We utilizes Adam as the optimizer and Log-Cosh Dice Loss[12] as the
loss function. The batch size is set to 16, and images are resized to 256x256. Dur-
ing training, data augmentation techniques including rotation, flipping, transpo-
sition, brightness, and contrast adjustments are applied to enhance data diver-
sity. The initial learning rate for CNN training is set to 0.001, while for CNN*
training, it is initialized to 0.00001 with exponential decay learning rate. All
models are trained on Nvidia GeForce GTX 321 1080 Ti 11Gb GPUs

Table 1 displays the metrics of foreground IoU, precision, and sensitivity
on the test set for CNN and CNN* using different annotation time. Foreground
ToU indicates the degree of overlap between the predicted PE and the actual PE.
Precision denotes the proportion of pixels predicted as PE that are genuinely PE
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pixels, while sensitivity reflects the ratio of all true PE pixels that are accurately
predicted.

From the experimental results, it is evident that the performance of CNN*
has been enhanced compared to CNN. The improvement in precision and sensi-
tivity indicates a reduction in error rates in identifying PE, thus enhancing the
model’s ability to capture true targets.
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