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Abstract. Domain generalization (DG) is a challenging problem that
involves adapting a model trained on source domains to an unseen target
domain. In human activity recognition (HAR), domain shifts often arise
from differences in sensor placement, device specifications, or environmen-
tal factors, making generalization difficult. In this work, we investigate
the effectiveness of mix-based methods like MixStyle and Exact Feature
Distribution Mixing (EFDM) when integrated into state-of-the-art models
like ResNet and TS2Vec for DG in HAR tasks, leveraging the DAGHAR
benchmark. Our results demonstrate that MixStyle significantly outper-
forms both EFDM and Empirical Risk Minimization approaches, high-
lighting its effectiveness in addressing domain shifts.

1 Introduction

Human activity recognition (HAR) aims to classify activities performed by in-
dividuals using data from inertial motion sensors, such as accelerometers and
gyroscopes. Deep learning (DL) models have shown high effectiveness in HAR
tasks [I]. However, these models are typically trained under the i.7.d. assump-
tion, where training and test data are assumed to come from the same distribu-
tion. In practice, this assumption is often violated due to variations in sensor
placement, user demographics, and data collection protocols, leading to domain
shifts [2] 3].

For instance, Figure [l] presents a t-SNE visualization of samples from two
activities (sitting and walking) Eacross six datasets from the DAGHAR bench-
mark [3], which comprises six smartphone-based datasets (KH, MS, RW-T, RW-
W, UCI, and WISDM), each collected under different protocols, containing tri-
axial accelerometer and gyroscope data. In the sitting activity (Figure ,
samples from RW-T and RW-W are partially separated from others. Similarly,
in the walking activity (Figure , nearly all datasets show distinct clusters.
Although the activities remain the same, these separations highlight differences
in data distributions across datasets, violating the i.i.d. assumption [3].
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1¢-SNE reduces high-dimensional data to a lower-dimensional space while preserving local
similarities, helping to reveal patterns and distribution differences in HAR.
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Fig. 1: t-SNE projections of samples from two activities (sitting and walking)
across six datasets in the DAGHAR benchmark. The projection is based on
Fourier features extracted from the time-series data.

Generalizing DL models to new, unseen domains is challenging in HAR
tasks [4]. In machine learning, this problem is known as domain generaliza-
tion (DG) [2], which focuses on developing models capable of generalizing to
unseen domains using only source domain data.

Wang et al. [5] categorize DG methods into three main groups: (i) data ma-
nipulation techniques, which enhance training data by augmenting it or simulat-
ing new scenarios in latent space; (ii) representation learning methods, which aim
to extract domain-invariant features; and (iii) learning strategies, which include
ensemble methods, meta-learning, and gradient-based techniques. This work fo-
cuses on data manipulation techniques due to their computational efficiency and
ease of integration [6]. Specifically, we investigate mix-based methods, which
improve generalization by perturbing the “style information” (representation
embeddings) of training instances.

We adapt state-of-the-art DL models, including TS2Vec [7] and ResNet [1],
for DG using mix-based methods such as MixStyle [6] and Exact Feature Distri-
bution Mixing (EFDM) [8]. Our experiments reveal that MixStyle significantly
enhances generalization performance in HAR tasks, outperforming the baseline
Empirical Risk Minimization approach and EFDM in DAGHAR benchmark [3],
with statistical significance, independently of the model or target domain.

2 Domain Generalization Problem and Methods

In this section, we introduce the notation and formalism used in DG, following

the conventions of Zhang et al. [8]. Let X’ denote the input space and ) the

output space. A domain is defined as a dataset S of n data points sampled

from a joint distribution Pyy. That is, S = {(x;,v:)}|?-; ~ Pxy, where z; is

the i-th input feature and y; is the corresponding label. In DG, the training

dataset, Sirain, comprises M source domains, each represented by a dataset S?
Uz

sampled from a unique joint distribution P/,,i(y7 that is, Sirain = {{(a:;, y;) Ty~



P}h, | i = 1,...,M}. The challenge in DG arises because the distributions of
the source domains differ, i.e., P;i(y #+ Pf\;y for ¢ # j. Thus, the objective is
to learn a function h : X — ) using Sirain such that A generalizes well to an
unseen test domain, Siest = { (@i, %) }|i=y ~ P%y, such that Pféy # P%y for
all i = 1,..., M. Since P%, is inaccessible during training, DG methods aim
to minimize the empirical risk, that is, min, E(; y)~pz [6(h(z),y)] (where £(-,-)
is a loss function), by learning robust features that capture invariances across
domains Pl

2.1 MixStyle

MixStyle [6] is a lightweight DG technique that simulates new styles by perturb-
ing feature statistics (e.g., mean and standard deviation) within a mini-batch.
This method is applied at the feature map level (e.g., outputs of convolutional
layers) and is easily integrated into the traditional DL training pipeline.

Given a batch of feature maps « = [1, za, ..., 2] of size B, MixStyle gener-
ates a reference batch x by randomly shuffling the batch dimension. If domain
labels are available, & is sampled to ensure z; and Z; come from different do-
mains; otherwise, Z is shuffled randomly.

For each x, MixStyle computes mixed statistics as convex combinations of
the original and reference statistics: ymix = A - o(z) + (1 = A) - 0(Z) and Bmix =
A-p(z)+(1=N)-u(Z), where A ~ Beta(a, a) is sampled from a Beta distribution.
The mixed feature map is then computed as shown in Equation

z — p(x)
o(x)
It is worth noticing that MixStyle is applied during training with probability

p and deactivated during testing to ensure stable inference. Also, gradients for
u(x) and o(x) are blocked to improve computational stability.

MlXStyle(l’) = Ymix * + ﬂmix- (1)

2.2 Exact Feature Distribution Mixing

Exact Feature Distribution Mixing (EFDM) [§] improves DG by aligning feature
distributions across source domains. Unlike MixStyle, which introduces vari-
ability through random mixing, EFDM minimizes discrepancies between feature
distributions, ensuring a shared statistical structure across domains. EFDM op-
erates at the feature map level, where the feature map x is mixed with a reference
map Z by interpolating sorted feature vectors.

2.3 Applicability to Time-Series Data

Existing methods like AFFAIR [4] and GILE [9] address DG in time-series data
through complex frameworks involving domain-specific modules, custom loss

2We assume P}éy shares some underlying structure with the source domains. It should

overlap with at least some Pg(, ensuring that learned features remain meaningful. We also
assume the existence of invariant relationships between features and labels across domains.



functions, and specialized training strategies. Similarly, Lu et al. [I0] leverage
semantic information for generalization. However, these approaches often require
extensive modifications or lack the flexibility to integrate with different models,
limiting their applicability in real-world scenarios.

In contrast, MixStyle and EFDM offer computationally efficient and flexible
alternatives. Initially developed for computer vision, they adapt seamlessly to
time-series data by operating at the feature map level. This approach abstracts
temporal dependencies and noise, enabling the capture of high-level representa-
tions. Such properties make them particularly effective in HAR, where domain
shifts frequently arise from variations in sensor placement, device configurations,
or environmental conditions [3].

3 Methodology

Datasets We conduct our experiments using the DAGHAR Domain General-
ization dataset for HAR [3], a comprehensive benchmark consisting of six dis-
tinct datasets sourced from different collection protocols. Each dataset contains
time-series data from accelerometers and gyroscopes, capturing six activities:
walking, running, sitting, standing, and climbing stairs up and down.

Models We evaluate MixStyle and EFDM on two state-of-the-art models:
ResNet [I] and TS2Vec [7]. ResNet uses residual blocks to extract features
and we add MixStyle or EFDM layers after each residual block. TS2Vec is a
self-supervised framework for time-series representation that captures contextual
and temporal features. We adapt it for classification by attaching a multi-layer
perceptron head to its encoder. MixStyle or EFDM layers are added after each
dilated convolutional layer in the encoder.

Training and Evaluation Procedure We adopt a leave-one-dataset-out strat-
egy [6l 3], where one dataset is designated as the target domain (Siest) While the
others serve as source domains for training (Strain). D

As MixStyle and EFDM are applied probabilistically at the feature map level
of each layer with predefined probability (p), we evaluate different values of p:
20%, 50%, 70%, and 100%. The configuration yielding the highest validation
accuracy is selected and subsequently tested on the designated target domain ﬂ

Additionally, we investigate the impact of domain labels by exploring train-
ing under two scenarios: with and without domain labels (referred to as the
“batch construction approach”). When domain labels are available, batches are
constructed to sample data from two distinct domains. Else, data is randomly
shuffled. In the first approach, the number of samples from each domain is
downsampled to match that of the smallest domain.

Baseline comparisons are conducted against Empirical Risk Minimization
(ERM), which trains models on combined source domain data using the Cross-

SDAGHAR provides predefined splits. We use the training set for model training, the
validation set for hyperparameter tuning, and the test set for final evaluation.



Entropy loss function, similar to Napoli et al. [3]. ERM provides an evaluation
of the model’s inherent capacity to generalize to unseen domains.

Ezxperimental Settings FEach experiment is repeated three times, resulting
in 1944 executions. Results are reported, and configurations are selected using
the average and standard deviation of the accuracy of the three runs.

4 Experimental Results

Figure [2| compares the performance of models using MixStyle, EFDM, and ERM
on the DAGHAR benchmark. MixStyle consistently outperforms EFDM and
ERM across target domains, achieving higher accuracy in most cases. Addition-
ally, in most cases, TS2Vec outperforms ResNet, with the best results observed
when TS2Vec is combined with MixStyle. Exceptions occur in RW-Thigh and
UCT datasets, where ResNet achieves higher accuracy than TS2Vec.

EFDM (w/ domain label) EFDM (w/o domain label) ERM (w/ domain label) ERM (w/o domain label) MixStyle (w/ domain label) MixStyle (w/o domain label)

Target Dataset=KH Target Dataset=MS Target Dataset-RW-Thigh Target Dataset=RW-Waist Target Dataset=UCI Target Dataset=WISDM
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Fig. 2: Comparison of methods on DAGHAR. Bars represent mean accuracy,
and error bars indicate standard deviation over three runs.

To assess statistical significance, a Wilcoxon signed-rank test was conducted
at a p-value of 0.05. The graph in Figure [3] summarizes the results. Each node
represents a mix method and batch construction approach, independent of the
model and target domain, resulting in six nodes. Arrows denote statistically
significant differences between methods; no arrow indicates no significance. The
results confirm that MixStyle is statistically superior to both EFDM and ERM,
independently of the model or target domain, demonstrating its robust general-
ization in HAR tasks. However, EFDM does not show significant improvement
over ERM, and no statistical difference is found between the MixStyle batch con-
struction approach, as indicated by the lack of arrows between these approaches.

Finally, these results highlight the importance of domain generalization in
HAR, where sensor variability complicates real-world deployment. MixStyle’s
strong performance suggests its potential for robust HAR applications, extending
to healthcare and fitness scenarios.

5 Conclusions

This work evaluated the impact of MixStyle and Exact Feature Distribution
Mixing (EFDM) on the generalization of HAR models in a domain generalization
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Fig. 3: Wilcoxon Precedence Graph for different mix-based and batch construc-
tion methods. Arrows indicate statistical significance; an arrow from node A to
B signifies that A is statistically better than B, with weights showing p-value.

EFDM + w/o domain label
Mean Acc.
0.63 = 0.08

ERM + w/ domain label
Mean Acc.
0.62 + 0.08

setting. We integrated these methods into state-of-the-art models, ResNet and
TS2Vec, and tested them on the DAGHAR benchmark, designed for domain
generalization in HAR.

The results show that MixStyle consistently outperforms EFDM and the
baseline Empirical Risk Minimization (ERM), achieving superior accuracy across
most target domains. TS2Vec also demonstrated better performance than ResNet,
particularly when combined with MixStyle. These findings highlight MixStyle’s
effectiveness in enhancing generalization for HAR tasks.
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