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Abstract. In this study, we introduce a new pipeline that integrates
Streaming Machine Learning (SML) models and the Momentum Con-
trastive Learning (MoCo) technique for the streaming classification of
satellite images subject to temporal variations in distribution. We present
preliminary results of an experimental campaign conducted on the Func-
tional Map of the World-Time dataset, one of the first benchmarks specif-
ically designed to address temporal distribution shifts in satellite imagery.
The results demonstrate that the proposed pipeline enhances robustness
and generalization over time, surpassing traditional strategies.

1 Introduction

Machine Learning (ML) has made significant progress in recent years, and the
field of Streaming Machine Learning (SML) [1] is emerging as an area of grow-
ing interest due to its ability to continuously learn in dynamic environments.
However, despite the advances in the field of SML, the application of these
methodologies to image streams remains underexplored, representing a signifi-
cant gap. Integrating SML into image stream processing could offer considerable
advantages in timely learning from visual data.

Satellite images play a central role in critical applications such as environ-
mental monitoring. The deployment of small satellite constellations with high
revisit rates represents a growing trend in the space industry, enabling land-use
monitoring at a finer temporal resolution. For instance, a temporal sequence of
satellite images might show a road as a simple pathway surrounded by vegeta-
tion. In a subsequent image, the same road might appear flooded [2], but distin-
guishing it from a generic water body is only possible by considering both the
spatial and temporal context provided by the sequence of images. However, this
progress also introduces significant challenges, requiring advanced algorithms
capable of addressing the complexities associated with the high dimensionality
of the data, as well as temporal, spatial, and atmospheric variations.

To address the issue of multidimensionality, feature extraction techniques
such as Momentum Contrastive Learning (MoCo) have emerged in recent years.
These methods allow high-dimensional raw data to be transformed into more



compact representations useful for tasks such as classification. The effective-
ness of MoCo was recently demonstrated in the context of Continual Learning
(CL) [3], where unsupervised pre-training with MoCo significantly improved the
performance of continuous learning algorithms. A further challenge in learning
from data streams resides in their temporal order [4], where changes in dis-
tribution result from the passage of time. These temporal variations in data
distribution are formally defined as Temporal Distribution Shifts.

Our work analyzes a subset of satellite imagery from the Functional Map
of the World [2] dataset, called FMoW-Time [5]. It explores whether the com-
bination of SML and MoCo can improve the classification of satellite imagery
in presence of shifts. To attack this challenge, we pose the following research
question: ”Can SML models, combined with the MoCo technique, generalize
effectively in learning from satellite image streams subject to temporal distri-
bution shifts?”. Notably, the main contributions of this work are: (i) an
experimental analysis of the integration of MoCo and SML, exploring how their
combination can optimize model performance in contexts characterized by shifts;
(ii) a preliminary application of this methodology with satellite image streams,
and comparison of the results with CL strategies.

The integration of embedding techniques such as MoCo into SML pipelines
for image streams remains largely unexplored. The key innovation of this work
lies in the systematic design of a pipeline that aligns MoCo embeddings with the
challenges of SML, where models must learn from non-stationary data streams
in real-time. We investigate how MoCo-derived representations impact the effec-
tiveness of streaming classifiers and demonstrate that this integration potentially
outperforms traditional approaches in handling temporal distribution shifts.

All data streams and algorithms used in this paper are available online1 as a
publicly available benchmark to help other researchers in their work to reproduce
the results shown in this study or the development of new algorithms.

The rest of the paper is structured as follows. Section 2 delves into the state
of the art. Section 3 describes the approach taken. Section 4 presents the results
obtained. Finally, Section 5 analyzes the conclusions and future directions.

2 Related Work and State of the Art

A crucial aspect of Streaming Machine Learning (SML) is the ability to
handle shifts (named concept drift [6]), i.e., changes in the underlying distribu-
tion of data over time. SML includes algorithms designed to learn continuously
from streaming data. The Hoeffding tree (HT) [7] is an incremental learning
algorithm based on decision trees. The Hoeffding Adaptive Tree [8] is an exten-
sion of HT designed to handle shifts. The Extremely Fast Decision Tree [9] is a
variant of HT that has theoretical properties that ensure it converges faster. The
Naive Bayes is a probabilistic classifier based on Bayes’ theorem. The Softmax
Regression is an extension of the Logistic Regression for multiclass classification.

1https://github.com/lorenzoiovine99/FMoW-Time

https://github.com/lorenzoiovine99/FMoW-Time


In SML, Data Preparation is a crucial step, as raw data need transforma-
tions for efficient model processing. The main tools for streaming data prepa-
ration include the Gaussian Random Projector [10], which reduces dimen-
sionality in a lower-dimensional space using a matrix of random Gaussian values.
Other tools widely used in this context are the Noise Transformer and the
Normalisation Transformer to regularize and standardize the data.

Continual Learning (CL) [11] is a machine learning paradigm where
models learn from data divided into multiple small experiences instead of a
single large dataset. Several algorithms have been developed, and these include:
Synaptic Intelligence, which preserves learned knowledge by weighting the most
relevant parameters for past experiences; A-gem, which uses a subset of past
data to adjust the learning gradient; and Fine-Tuning, which applies incremen-
tal updating to the model.

Embeddings are used to reduce data from high-dimensional space into lower-
dimensional. Momentum Contrastive Learning (MoCo) [12] is an em-
bedding technique that uses a query encoder for transforming the sample into a
compact representation, and a momentum encoder to generate representations
for the dictionary samples. The core of MoCo resides in its loss function, which
maximizes the similarity between the query and the positive key while minimiz-
ing the one with the negative samples.

3 Proposed Approach

The proposed approach, as can be seen from Figure 1, consists of two parts: an
embedding technique (MoCo) and a classifier (SML models). The pipeline was
then enriched with pre-processing techniques that aimed to improve the perfor-
mance of the learning process. MoCo was chosen as embedding method because
of its efficiency and scalability. The implementation used is based on ResNet-18’s
model [13], replacing its final fully connected layer with a Multi-Layer Percep-
tron (MLP), which projects learned features into a lower-dimensional space. To
ensure good generalization to real-world images, tests were carried out using the
pre-trained weights of ResNet-18 on ImageNet1k-V1 [14].

It can be seen from the Figure 1 that our pipeline also includes a Streaming
Data Preparation block. The first pre-processing technique used in this paper
involves the Gaussian Random Projector. In addition, we used the Noise Trans-
former and the Normalisation Transformer, to prepare and scale the data.

Fig. 1: Visualization of the proposed pipeline.



4 Experimental Evaluation

The following section is divided as follows: Section 4.1 presents the settings for
the experimental evaluation; Section 4.2 discusses the results obtained with the
SML models; finally, Section 4.3 describes the comparison with the CL strategies.

4.1 Experimental Settings

The dataset used for this experimental campaign is FMoW-Time [5], aimed at
classifying the functional purpose of regions in a satellite image. It contains
141,696 RGB 224x224 images labeled into 62 categories of building or land use,
including satellite images from 2002 to 2017. The experiments evaluate two
metrics taken from Wild-Time [5]: the In-Distribution (ID) is the accuracy
of the model tested on images with the same distribution as the training ones; the
Out-Of-Distribution (OOD) is the accuracy of the model tested on images
with a distribution different from that of the training. The experiments were
carried out using two different evaluation methods: Eval-Stream (EA), which
uses 90% of each year’s data to train and 10% to calculate the ID Accuracy;
Prequential Evaluation [15], in which the model is first tested and then
trained on each sample from each year. For both methods, OOD Accuracy was
computed using data from the six subsequent years, aligning with Wild-Time’s
setting. Results include: average ID and OOD accuracies over all years and the
worst-performing years (ID and OOD Worst).

4.2 SML Models Results

In the pipeline shown in Figure 1, we have a fixed component, which concerns
the feature extraction performed by MoCo, and a variable component, which in-
volves the different SML models used. These models include Naive Bayes (NB),
Hoeffding Tree (HT), Hoeffding Adaptive Tree (HAT), Extremely Fast Deci-
sion Tree (EFDT), and Softmax Regression (SR). The implementations of these
models were taken from the CapyMOA2 python library, except SR, which was
wrapped from the River3 library. In this subsection we show the results obtained

2https://capymoa.org
3https://riverml.xyz

SML Models ID Accuracy OOD Accuracy ID Worst OOD Worst
HT 19.55% 17.08% 17.66% 14.99%
HAT 19.48% 16.96% 17.38% 14.35%
NB 19.30% 17.04% 17.66% 14.99%

EFDT 19.62% 15.18% 18.33% 8.25%
SR 26.20% 21.68% 17.03% 14.67%

Table 1: Comparison of SML models and GRP using prequential evaluation. The
combination of SR and GRP exhibits the best ID and OOD average accuracies.

https://capymoa.org
https://riverml.xyz


using the prequential evaluation with these SML algorithms. We performed dif-
ferent tests using the Gaussian Random Projector (GRP), and we obtained the
best results for each model, as shown in Table 1, using 1250 as the value of the
hyperparameter n components (dimensionality of the target projection space).

4.3 Results comparison with CL

In this subsection, we present a comparative analysis between the results ob-
tained with our best-performing model and the best models reported in Wild-
Time [5]. Those models include Synaptic Intelligence (SI), CORAL, Empirical
Risk Minimization (ERM), A-gem, and Fine-Tuning (FT). To have a consis-
tent comparison the tests were carried out using the Eval-Stream setting. From
Table 2 and Figure 2 it is noteworthy that our model outperforms all state-of-
the-art algorithms in ID Accuracy. The superior ID accuracy can be attributed
to the fact that our pipeline enables a better adaptation to temporal shifts in
the training data. MoCo embeddings allow our model to benefit from richer
feature representations, while the streaming classifiers effectively adapt to the
new data. Regarding OOD Accuracy, our model follows the same trend as the
results reported in Wild-Time, lagging behind CL techniques. One main reason
could be that our approach updates the model incrementally without revisiting
past samples, limiting its ability to learn long-term dependencies across time.

Fig. 2: Graphical comparison between the proposed approach and the best CL
techniques tested in Wild-Time benchmark [5].

Models ID Accuracy OOD Accuracy ID Worst OOD Worst
SI 25.82% 26.81% 1.82% 17.42%

CORAL 25.57% 24.83% 4.23% 18.12%
ERM 27.02% 25.78% 8.42% 18.23%

A-GEM 13.98% 6.84% 7.82% 5.83%
FT 27.31% 27.05% 1.76% 18.49%

Our Model 28.55% 21.44% 22.52% 13.57%

Table 2: Comparison between the proposed approach and the best CL techniques
tested in Wild-Time benchmark [5].



5 Conclusions and Future Works

We explored the application of SML models combined with MoCo to tackle the
classification of a satellite image stream subject to temporal distribution shifts.
The results show that the pipeline has achieved promising performance, demon-
strating good generalization and robustness over time. This study can thus
represent a significant step forward for the space industry, where the deploy-
ment of small satellite constellations with high revisit rates is rapidly growing.
These advancements enable more frequent and detailed land-use monitoring, so
effectively addressing temporal shifts is becoming increasingly important.

This study represents a preliminary investigation focused on a single dataset
of satellite images, underscoring the need to extend the evaluation to additional
datasets with comparable characteristics. Furthermore, the dataset used in this
study is limited to RGB imagery. Expanding the pipeline to incorporate mul-
tispectral or hyperspectral data would be an intriguing avenue for future work,
as it could enhance temporal change detection and model adaptability.
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