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Abstract. In modern data analysis, there is an increasing trend towards the integra-
tion of information across diverse input formats and perspectives. If the available
data is not given in large quantities deep learning is in general impractical. The
recently introduced Adaptive Subspace Kernel Fusion (ASKF) technique provides
an efficient solution for binary classification, facilitating the effective integration
of diverse views throughout the learning process. In this paper, we extend ASKF
by employing a vector-labeled multi-class model, eliminating the need for multi-
ple individual models typically required in conventional one-vs-rest or one-vs-one
approaches. We also evaluated the effect of using GPU-based numerical solvers,
optimizing our problem formulation and the generated code for better efficiency.
The approach is evaluated on various kernel functions, highlighting our methods
ability of robustly dealing with multi-view data.

1 Introduction

In recent years, machine learning has become a pivotal component of various industries,
including healthcare [1], multimedia [2], and environmental sciences [3]. These do-
mains often derive heterogeneous data from multiple sources, capturing objects across
multiple modalities from different perspectives. Learning classifiers from such hetero-
geneous data poses significant challenges due to the data being represented by differing
structures, such as text, graphs, and time series [4]. Whereas most machine learning
challenges today are tackled using deep learning [5], this approach is limited by the
need for large amounts of data across the different modalities. Considering this re-
striction, proximity-based learning offers an effective alternative, having shown notable
results for non-vectorial data compared to deep learning embeddings [6, 4, 7].

The recently proposed Adaptive Subspace Kernel Fusion (ASKF) [8] additionally
leverages the spectral properties of multiple proximity functions to create a information-
rich representation across multiple modalities, which has shown promising results for
binary classification tasks. As a main contribution we propose extending ASKF us-
ing a vector-labeled multi-class strategy to reduce model complexity and enhance effi-
ciency. Additionally we demonstrate the suitability of our approach for GPU-enabled
numerical solvers. Our experimental evaluation, conducted on simulated and bench-
mark datasets with diverse kernel matrix parameterizations that represent distinct data
modalities, demonstrates the efficacy of our method in a controlled setting.

2 Background

Consider a collection of N objects X = {xi}N
i=1 in an input space X . Each object xi

is described in M different modalities For each modality m, we assume a proximity
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function km which processes pairs of points xm
i and xm

j . These proximity functions
measure either similarity or dissimilarity, constructing respective matrices.

Kernel methods leverage the reproducing kernel Hilbert space (RKHS), induced by
a positive semi-definite (PSD) kernel function [9]. Each kernel function km : X m ×
X m → R is defined as km(xm

i ,xm
j ) = ⟨φ(xm

i ),φ(xm
j )⟩H , where φ : X → H maps the in-

put data into a high-dimensional Hilbert space H . The resulting kernel matrix Km

has entries Km
i, j = km(xm

i ,xm
j ). Due to the potential variance in the range of the scores

calculated by different kernel functions, it is crucial to normalize the kernel matrices:

Km
i, j =

km(xm
i ,x

m
j )√

km(xm
i ,x

m
i )·km(xm

j ,x
m
j )

. As noted in [10], certain kernel functions become non-

positive semi-definite (non-psd) as a result of this normalization. Non-psd kernel func-
tions are more prevalent than anticipated and require appropriate attention [10, 11]. 1

2.1 Learning with Multiple Kernel Functions

Learning classification models from multi-modal, heterogeneous data is complex as it
requires integrating information from various sources to achieve good generalization.

By combining multiple base kernels into a single, information-rich kernel matrix,
MKL in the past has shown great performance for processing and integrating diverse
data representations[13, 14, 15]. However, traditional MKL methods often rely on lin-
ear combinations of kernels, require the solving of expensive optimization problems and
demand psd kernel functions. ASKF addressed these limitations by handling non-PSD
input kernel matrices and leveraging spectral properties to uncover hidden information
not accessible by a linear weighting of kernels.

3 Methodology

3.1 Adaptive Subspace Kernel Fusion

For all kernel matrices, ASKF makes use of an eigen-decomposition: Km = QmΛmQT
m,

with Λm containing the eigenvalues and Qm the corresponding eigenvectors of Km.
ASKF makes use of the top t dominating (absolute) eigenvalues and stores their re-
spective eigenvectors as Q̃ as well as their original (potentially negative) eigenvalues
as Λ̃. For further details and an in-depth analysis of ASKF, we refer the reader to [8].
In ASKF-SVM the eigenvectors Q̃ of the selected eigenvalues are used, but do not
retain the original eigenvalues (and not even parts of them). Instead, the eigenvalues
are treated as learning parameters integrated into an optimization problem (see Eq. 1).
Therefore, we extend the classical SVM by additional regularization terms and con-
straints:

min
α,Λ̃

1
2
αT YQ̃Λ̃Q̃T︸ ︷︷ ︸

K̃

Yα−1Tα−β ·1T Λ̃1︸ ︷︷ ︸
R1

+γ · ||Q̃ΛQ̃T − Q̃Λ̃Q̃T ||∗︸ ︷︷ ︸
R2

subject to 0 ≤ αi ≤C and ∑
i

yiαi = 0, i = 1, . . . ,N; C ∈ R

λ̃i ≥ 0︸ ︷︷ ︸
C1

∀λ̃i ∈ Λ̃ and ∑
i
|λ̃i| ≤ δ ·∑

i
|λi|︸ ︷︷ ︸

C2

,

(1)

1As outlined in [4, 12] also most domain specific proximity measures that are employed in real-world
data analysis tasks lead to a non-psd setting.



with class labels Y = diag(y1, . . . ,yN). In contrast to the classical SVM, K is replaced
by a new kernel matrix K̃ = Q̃Λ̃Q̃T . The additional constraints C1 and C2 and the new
regularisation terms R1 and R2 ensure that the new eigenvalues λ̃i are of appropriate
size. After optimization, one obtains the optimized new eigenvalues for Λ̃ to construct
the fused data representation K̃ = Q̃Λ̃Q̃T and additionally an already trained support
vector classifier using optimized α values to classify new unseen data points.

3.2 Vector Output SVM and ASKF

In order to extend the binary ASKF-SVM to an efficient multiclass approach, we make
use of the SVM formulation with vector valued output as described in [16]. The ex-
tension to vector outputs is achieved using a matrix W as the linear operator instead
of the normal w of the separating hyperplane. Transferred to the dual formulation, our
problem takes the form:

min
α

1
2
αT (K⊙ (YT Y))α−1Tα

subject to αi ≥ 0, αi ≤C ∀i ∈ {1, ...,N} Yα= 0
(2)

Where Y = [y1, ...,yn] contains the label vectors of the dataset as columns, ⊙ denotes
element-wise multiplication and K ∈ RN×N is the kernel matrix. The classification
function is now argmaxt∈{0,...,T−1} ∑

N
i=1 αi⟨ŷt ,yi⟩⟨xi,x⟩Φ − ⟨ŷt ,b⟩, where the compo-

nents of the bias vector b are (analogously to the scalar bias offset of the classical
SVM) given by b j = ∑

N
n=1 αn(yn) jKni − (yi) j, for any i with αi > 0 where (yi) j denotes

the jth component of the label vector of instance i with b = [b1, ...,bdim(Y )]
T .

For the choice of label vectors, we follow the scheme introduced in [16]. For a
classification problem with T classes, our label vectors for each class t ∈ {0, ...,T −1}
will be ŷt ∈ RT , with dim(Y ) = T . Integrating the voSVM problem from Eq. (2)
into the binary ASKF Eq. (1) yields the formulation of the vectorized ASKF-SVM
(voASKF):

min
α,Λ̃

1
2
αT ((Q̃Λ̃Q̃T )︸ ︷︷ ︸

K̃

⊙(YT Y))α−1Tα−β ·1T Λ̃1︸ ︷︷ ︸
R1

+γ · ||Q̃ΛQ̃T − Q̃Λ̃Q̃T ||∗︸ ︷︷ ︸
R2

subject to αi ≥ 0, αi ≤C ∀i ∈ {1, ...,N} Yα= 0

λ̃i ≥ 0︸ ︷︷ ︸
C1

∀λ̃i ∈ Λ̃ and ∑
i
|λ̃i| ≤ δ ·∑

i
|λi|︸ ︷︷ ︸

C2

,

(3)

4 Experiments and Results

We implemented the optimization problem of Eq. (3) using the GENO solver[17] and
ran experiments using an external GPU2. The initial experiments investigate the scaling
of training time with respect to the dataset size. We compare a One-vs-Rest wrapping

2https://github.com/Pedda1712/ASKFvoSVM contains our implementation of voASKF



around the binary ASKF-SVM with our voASKF. For this purpose, we created blob
datasets of 10 classes with varying number of samples. Five RBF kernels with differing
γ values served as input to the learning models. Table 1 presents the runtimes for each
model training on the synthetic blob datasets, Table 2 the respective accuracies. As
the dataset size increases, the training time for ASKF One-vs-Rest grows significantly,
particularly for the CPU-based implementation, while voASKF (GPU) exhibits a more
moderate increase in training time.

Table 1: Training time in seconds on blob datasets with 2 features and 10 classes.

Dataset Size ASKF OvR (CPU) ASKF OvR (GPU) voASKF (GPU)
100 82.34±11.73 271.70±48.66 49.67±8.34
200 170.66±22.02 356.12±17.93 55.48±16.80
400 659.15±55.86 465.84±29.89 55.94±3.03
600 1,728.71±206.10 610.90±26.55 82.85±14.26
800 3,328.05±120.54 813.28±33.91 105.85±20.45

1000 5,218.64±346.13 1,036.35±15.38 165.68±31.57
1500 13,778.79±631.05 2,641.08±111.34 569.42±161.05
2000 26,355.60±1,134.13 4,784.90±125.53 1,072.41±256.96

Table 2: Test accuracy on blob datasets with 2 features and 10 classes.

Dataset Size ASKF OvR (CPU) ASKF OvR (GPU) voASKF (GPU)
100 0.89±0.03 0.89±0.03 0.86±0.04
200 0.86±0.03 0.86±0.03 0.85±0.03
400 0.91±0.05 0.92±0.03 0.90±0.02
600 0.91±0.01 0.91±0.02 0.93±0.02
800 0.93±0.01 0.93±0.02 0.93±0.01

1000 0.94±0.02 0.92±0.01 0.91±0.01
1500 0.81±0.05 0.80±0.05 0.89±0.01
2000 0.64±0.05 0.64±0.03 0.83±0.01

For smaller dataset sizes, all three methods demonstrate comparable performance. How-
ever, as the dataset size increases, voASKF (GPU) shows superior performance against
ASKF One-vs-Rest implementations, particularly for datasets > 1000 samples. This ef-
fect arises from the cumulative effect of individual binary classifiers, which can lead to
ambiguity where class distributions overlap. The performance discrepancy between the
CPU and GPU OvR implementations arises from known numerical effects associated
with GPU processing 3. Not shown in Table 1 are the training times for the CPU imple-
mentation of voASKF, for which we observed roughly 6 times longer training times in
this experiment, which mirrors the GPU scaling behaviour of the OvR method.

Our second experiments investigate the scaling effect of training time with respect to
the number of classes. Table 3 shows the execution times and prediction accuracies on
the test data. Notably, voASKF scales to a large number of classes without encountering
execution time issues, while maintaining comparable performance.

Finally, to underscore the effectiveness of our method, we evaluated our approach
on diverse datasets from the UCI machine learning repository [18] .We intentionally

3https://pytorch.org/docs/stable/notes/randomness.html
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Table 3: Training time and test accuracy on many-class blob data (2d, 750 samples).
Training Time (s) Test Success Rate

Classes ASKF OvR (GPU) voASKF (GPU) ASKF OvR (GPU) voASKF (GPU)
5 181.23±17.79 121.71±14.56 0.94±0.01 0.92±0.02
10 347.85±8.21 118.03±15.64 0.94±0.02 0.92±0.01
15 550.63±22.24 111.07±13.72 0.90±0.02 0.88±0.02
20 768.82±23.38 119.54±13.01 0.83±0.03 0.78±0.04
25 874.51±28.45 113.06±9.88 0.78±0.03 0.74±0.02
30 1,085.27±20.99 115.60±8.90 0.73±0.01 0.70±0.03

generated indefinite tanh-kernels in conjunction with some psd RBF kernels. We score
the dataset’s definiteness by considering the union of the sets of eigenvalues of the M

different kernel matrices S=σ(K1)∪...∪σ(KM). The score is then τ=
∑λneg∈{s|s∈S,s<0} |λneg|

∑λ∈S |λ|
following the experiments from [8].

Our approach was benchmarked against k-Nearest Neighbors (k-NN) with k = 5,
a method inherently capable of handling indefinite kernels. The results of this experi-
ment are given in Table 4. While performing comparably, a notable distinction between

Table 4: Test accuracy on some vectorial datasets with indefinite tanh kernels included.

Dataset #classes τ voASKF ASKF OvR kNN
Image Segmentation 7 0.18 0.86±0.03 0.85±0.03 0.83±0.03
Wholesale customers 3 0.19 0.71±0.01 0.72±0.01 0.62±0.02

Vertebral Column 3 0.15 0.79±0.03 0.82±0.02 0.76±0.03
Glass Identification 6 0.16 0.68±0.04 0.70±0.04 0.64±0.04
Vehicle Silhouettes 4 0.18 0.74±0.02 0.76±0.02 0.69±0.02

User Knowledge Modeling 4 0.04 0.87±0.02 0.86±0.02 0.80±0.02

voASKF and ASKF OvR emerge in their model sparsity, given by the number of sup-
port vectors. In Table 5, we present the number of necessary support vectors which are
an indicator for model complexity and sparsity.

Table 5: Support vector count for the ASKF models of Table 4

Dataset #classes Instances voASKF ASKF OvR
Image Segmentation 7 210 72.80±2.04 100.60±5.16
Wholesale customers 3 440 164.80±6.11 219.20±1.60

Vertebral Column 3 310 123.20±4.17 85.40±7.45
Glass Identification 6 214 83.60±4.13 105.80±0.75
Vehicle Silhouettes 4 845 370.80±3.87 401.00±3.22

User Knowledge Modeling 4 403 178.20±11.51 200.80±0.40

As shown, voASKF generally yields sparser models than ASKF OvR, improving
computational efficiency and potentially enhancing generalization.

5 Conclusion

In this paper, we presented an extension of the Adaptive Subspace Kernel Fusion (ASKF)
method to address the challenges of multi-class classification in multi-view data anal-
ysis. By introducing a vector-labeled multi-class strategy and leveraging GPU-enabled



numerical solvers, our approach significantly enhances the scalability whilst retaining
the performance of ASKF. Our approach not only circumvents the limitations of deep
learning-based embeddings, which often require extensive computational resources and
large datasets, but also provides a robust alternative for integrating non-psd or non-
metric, often domain-specific proximity functions into the learning process. In future
the approach will be evaluated on more real-life scenarios and could be potentially ex-
tended to regression tasks or ordinal classification problems. Due to the computational
cost of ASKF, a rewarding avenue of research may be the use of kernel approximation
schemes [19] to further reduce the cost of the base approach.
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